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Abstract—A recently proposed optimizer-based parameter-extraction technique using adaptive decomposition is subjected to a systematic and rigorous evaluation. The technique is shown to be robust and accurate under varying starting conditions. A study of convergence performance based on decomposition theory and test results is presented. Robustness tests are used to show that commonly used statistical descriptions such as mean and standard deviation are inadequate for presenting these types of test data.
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I. INTRODUCTION

The design and analysis of millimeter-wave nonlinear circuits increasingly require accurate nonlinear models. Most of the currently available models in computer-aided design (CAD) packages are of the equivalent-circuit type and, despite efforts to develop black-box and fast physical models, it is expected that these models will still be prominent for some time. This is mainly due to their computational efficiency, availability in commercial programs, and the ease with which they can be integrated into existing design techniques.

A key step in the construction of lumped-element nonlinear models is the extraction of the small-signal equivalent circuit from s-parameters at different bias settings. Fig. 1 shows the 13-element small-signal model that is most often used to describe the GaAs MESFET. Until recently, the extraction of this model was performed using standard gradient and random optimizers [1] or with the aid of analytical techniques [2]. The first approach can lead to nonphysical and nonunique solutions, while the second relies on additional measurement steps or special structures. Analytical methods are faster than optimizer-based methods, but they are susceptible to measurement errors and their implementation is device specific.

In the last few years, new parameter-extraction methods have been published, which strive to overcome these limitations. Lin and Kompa [3] demonstrated an extraction technique which, by using a bidirectional multiplane search, reduces the dimensions of the optimization problem to improve robustness and efficiency. Shirakawa et al. [4] published an extraction technique with some features similar to the method of Lin and Kompa. Both these extraction methods only optimize the extrinsic components of the model (shown in Fig. 1) while using analytical methods to determine the intrinsic components. Both achieve good results.

Van Niekerk and Meyer [5] recently demonstrated a very robust and powerful parameter-extractor based on the method proposed by Kondoh [6]. Kondoh showed that good results can be achieved by breaking the optimization problem into eight subfunctions and optimizing the different model elements only with respect to specific subfunctions. The eight subproblems are iteratively repeated in a specific order until the model elements have converged to their final values. Van Niekerk and Meyer extended this method by using the maximum number of subproblems, and optimizing them in a sequence in which the order is calculated with a principle components sensitivity analysis. The decomposition process used in the new procedure is, therefore, adaptive, and not based on experimentation, such as in [6].

No rigorous test results of decomposition-based parameter-extraction algorithms have been presented in the literature. In particular, the effects of starting values and the final distribution of results have been largely neglected. In this paper, the results of such tests are presented for the algorithm proposed in [5], and for the original algorithm proposed by Kondoh [6]. Robustness tests are performed using a large number of randomly chosen element starting values for each extraction. Histograms of the extracted-element values reveal them not to conform to often used standard statistical distributions, and the reasons for this are discussed.
In addition, a detailed look at the fundamental convergence mechanisms is presented, as the convergence behavior of decomposition-based optimization has only been touched on very lightly in the past. It is shown why these algorithms display superior performance with respect to problems like local minima.

Finally, a general discussion of the principle components’ sensitivity analysis—the key to the basic algorithm—is also presented.

II. THE THEORY OF DECOMPOSITION-BASED PARAMETER EXTRACTION

Decomposition is defined as a process by which a function that is to be optimized is broken up into several subfunctions. The independent variables of the function are divided into groups according to their influence on a particular subfunction. Should the \( a \)th variable have its largest influence on the \( b \)th subfunction, it is assigned to that function. The subfunctions are optimized in a specific order, and only with respect to the variables assigned to them. This order is repeated until the whole problem has converged to its final value.

In the FET parameter-extraction problem, the global-error function that is to be optimized is defined as

\[
F(\vec{x}) = \sum_{i=1}^{N} c_i(\vec{x})^2
\]

where

\[
c_i(\vec{x}) = \frac{1}{\sigma_{11}}|R_{ii}^{11}(\vec{x}) - S_{1i}^{11}| + \frac{1}{\sigma_{21}}|R_{qi}^{21}(\vec{x}) - S_{2i}^{21}|
\]

\[
+ \frac{1}{\sigma_{12}}|R_{qi}^{12}(\vec{x}) - S_{1i}^{12}| + \frac{1}{\sigma_{22}}|R_{qi}^{22}(\vec{x}) - S_{2i}^{22}|.
\]

In (1), \( c_i(\vec{x}) \) is the difference between the measured and modeled \( s \)-parameters at frequency point \( i \), \( \vec{x} \) is the parameter vector containing the element values of the circuit shown in Fig. 1, and \( N \) is the number of frequency points. Equation (2) shows the definition of \( c_i(\vec{x}) \), where \( R_{qi} \) is the modeled \( s \)-parameter, \( S_{1i} \) is the measured \( s \)-parameter at frequency point \( i \), and \( \sigma \) is a normalization constant equal to the magnitude of the largest measured \( s \)-parameter value.

The difference between each of the four measured and modeled \( s \)-parameters is defined as a subfunction. Bandler and Zhang [7] developed an automated approach for assigning model elements to the different subfunctions using a Monte Carlo analysis, which confirmed the assignment of model elements to subfunctions proposed by Kondoh. This assignment has been retained in the current extraction method.

In the new decomposition algorithm, the order of optimization is based on the sensitivity of the global-error function to the model elements. A principle components sensitivity analysis [5], [8] is used to order the model elements in descending order of their influence on the global-error function. The suboptimization problems are then optimized in this order. This allows the dominant model elements to get close to their correct values faster, providing the other elements with a better chance of converging.

The sensitivity analysis used to calculate the order of optimization was presented by Patterson et al. [8] to improve the conditioning of a conventional multidimensional gradient search as performed on a global-error function. In order to distinguish between maxima, minima, and saddle points, a second-order analysis was used. The error function \( F(\vec{x}) \) is expanded in a Taylor series around the optimal point. Equation (3) shows this series, truncated at the second term, where \( \vec{x}^* \) is the optimal set of element values at which \( F(\vec{x}) \) is a minimum, and \( \delta \vec{x}\) is a small difference:

\[
F(\vec{x}^* + \delta \vec{x}) = F(\vec{x}^*) + \delta \vec{x}^T \nabla F(\vec{x}^*) + \frac{1}{2} \delta \vec{x}^T \nabla^2 F(\vec{x}^*) \delta \vec{x}
\]

The Hessian matrix \( \nabla^2 F(\vec{x}^*) \) can be approximated with

\[
H = 2 \mathbf{f} \mathbf{J}
\]
where $J$ is the Jacobian matrix \[8\]. The Jacobian matrix is defined as

$$J(x) = \begin{bmatrix}
\frac{\partial e_1}{\partial x_1} & \frac{\partial e_1}{\partial x_2} & \cdots & \frac{\partial e_1}{\partial x_j} \\
\frac{\partial e_2}{\partial x_1} & \frac{\partial e_2}{\partial x_2} & \cdots & \frac{\partial e_2}{\partial x_j} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial e_n}{\partial x_1} & \frac{\partial e_n}{\partial x_2} & \cdots & \frac{\partial e_n}{\partial x_j}
\end{bmatrix}$$ \[5\]

where $e_j$ is defined in (2) and $x_1$ to $x_j$ represent the model elements shown in Fig. 1.

Patterson shows that the eigenvalues of the Hessian matrix determines the sensitivity of the error function to the model elements, with those to which the error function is the most sensitive, corresponding to the largest eigenvalues. By looking at the largest components of the eigenvectors of the different eigenvalues, the model elements can be ordered from the most to least sensitive. The principle components’ sensitivity analysis can, therefore, be viewed as the study of the eigenvalues and eigenvectors of the Hessian matrix. An example illustrating how this is done is presented in [5].

### III. Evaluation Procedure

The aim of this paper is to provide a rigorous evaluation of the performance of the method proposed by Van Niekerk and Meyer [5], together with a comparison of the results with earlier algorithms. In order to achieve this, the algorithm was tested with simulated data to provide an absolute measure for determining accuracy. Simulated data was generated using the model in Fig. 1 and the element values shown in Table I. The element values listed in Table I describes the FLR016XV (transistor 1) and the FHR02X (transistor 2) devices from Fujitsu.\(^1\) The $s$-parameters were generated at 40 frequency points, from 1 to 40 GHz.

Two tests were performed to determine the accuracy and robustness of the extraction procedure. In the first test, 100 random starting values were chosen in the search space using a uniform distribution. The search space ranged from 0.1 times to five times the nominal parameter values given in Table I. An extraction was performed using each set of starting values. A similar procedure was used for the second test, but at the start of each extraction, the simulated $s$-parameters were contaminated with noise. The noise was defined to have a Gaussian magnitude distribution and a uniform phase distribution between 0 and $2\pi$ radians. The magnitude distribution has a standard deviation of 2% of magnitude of the measured $s$-parameter. The second test used 500 random starting values.

The results of the study can be divided between those related to the optimization sequence, convergence of the algorithm, and the accuracy of the final values.

### IV. The Optimization Sequence

When the optimization sequences of different examples are compared with one another, a basic pattern emerges.

\(^1\) Fujitsu Microwave Semiconductors Databook, Fujitsu Compound Semiconductors Inc., San Jose, CA, 1994.
Fig. 3. The change in the global error (complete objective function) as the search progresses.

Fig. 4. The change in the element values for three typical parameters of the 13-element model as the search progresses.

Fig. 5. The change in the landscape seen by the search routine for the element $C_{gs}$. The $y$-axis represents both the subfunction- and global-error function values, both normalized to one (— subfunction error, —— global error).

V. CONVERGENCE CONSIDERATIONS

No conclusive theoretical work is available to explain why the decomposed optimization process converges to the correct solution. Kondoh [6] found that the order in which the functions are to be optimized is crucial for convergence, and Bandler and Zhang [7] showed that this was due to the fact that the defined subfunctions are not linearly independent.

In this section, new results concerning the convergence of the decomposition-based algorithm are presented. The convergence of the algorithm can be divided into two regions. In the first region, there occurs what can best be described as the preconvergence maneuvering of the model elements. During this phase, the model-element values change quickly, covering the whole search space in no apparent pattern. This is accompanied by large increases and decreases in the global error, giving the impression that the search routine is hill climbing. During this phase, the model elements will frequently run into the boundaries of the optimization space, and may stay there for more than one iteration of the search. This behavior is illustrated in Figs. 3 and 4. Fig. 5 shows how the global objective function differs from the subfunction that is being optimized during phase one, and how rapidly the shape of the objective function changes from iteration to iteration. All the element values, except one, were fixed at their value after the shown number of iterations, and the free variable was varied around its current value. Fig. 5 contains both the normalized global and subfunction errors as a function of the free variable and, thus, the optimization landscape seen by the algorithm at that iteration.

The behavior during phase one can be understood by looking at the relationships between the elements. Since the dominant model elements are initially far from their correct values, they will have a large influence on one another and on the other less dominant model parameters. This will increase the dependance of the decomposed functions on one another, explaining the violent changes in element values and the global-error function that is evident during the first few iterations of the search.

The second phase of the algorithm’s convergence is also evident from Figs. 3 and 4. During this part, the algorithm converges smoothly to the final solution. A comparison of the normalized subfunction and the normalized global-error function in Fig. 5 shows that they approximate each other in the region of the solution, indicating that by minimizing the subfunction, the algorithm also minimizes the global-error function in the second phase of convergence.

The decomposed optimization algorithms are by no means globally convergent and can still be caught in local minima if the search is started too far from the global minimum. The routines are, however, far more robust than most conventional search algorithms, and are capable of covering a far larger search area. This robustness is due to the following reasons.

1) The functions that are optimized are less complex than the global-error function. This reduces the amount of local minima that pose a danger to the extraction process...
TABLE II

The Average and Maximum % Error in 100 Extractions of the 13-Element FET Model from Ideal and Noisy Data

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Transistor 1</th>
<th>Transistor 2</th>
<th>Transistor 1</th>
<th>Transistor 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg</td>
<td>Max</td>
<td>Avg</td>
<td>Max</td>
</tr>
<tr>
<td>Cgs</td>
<td>0.021</td>
<td>0.16</td>
<td>0.51</td>
<td>4.37</td>
</tr>
<tr>
<td>Cgd</td>
<td>0.041</td>
<td>0.082</td>
<td>0.60</td>
<td>3.35</td>
</tr>
<tr>
<td>Cds</td>
<td>0.0042</td>
<td>0.028</td>
<td>0.74</td>
<td>5.61</td>
</tr>
<tr>
<td>gm</td>
<td>0.0019</td>
<td>0.14</td>
<td>0.055</td>
<td>5.30</td>
</tr>
<tr>
<td>τ</td>
<td>0.013</td>
<td>0.12</td>
<td>1.50</td>
<td>7.48</td>
</tr>
<tr>
<td>Rs</td>
<td>1.64</td>
<td>2.92</td>
<td>8.00</td>
<td>89.91</td>
</tr>
<tr>
<td>Lg</td>
<td>0.011</td>
<td>0.057</td>
<td>0.41</td>
<td>4.06</td>
</tr>
<tr>
<td>Rg</td>
<td>50.62</td>
<td>398</td>
<td>10.25</td>
<td>104.8</td>
</tr>
<tr>
<td>Rd</td>
<td>0.16</td>
<td>0.35</td>
<td>23.35</td>
<td>95.51</td>
</tr>
<tr>
<td>Rs</td>
<td>0.50</td>
<td>3.93</td>
<td>4.73</td>
<td>6.62</td>
</tr>
</tbody>
</table>

since the subfunctions are not evaluated simultaneously and the global-error function is not used for any decisions during the search.

2) The functions being optimized display a high degree of sensitivity to the model elements associated with them.

3) The order in which the subfunctions are repeatedly optimized leads to highly consistent extraction results. There are a large group of optimization sequences that will allow the decomposition-based optimization procedure to converge, but they are not equivalent in terms of the accuracy that can be obtained and the amount of iterations needed for the routine to converge.

The first robustness experiment was also repeated using a larger search space. Model-element starting values were chosen in the ranges of 0.05–10 times the nominal element values and 0.033–20 times the nominal element values. Both ranges caused some of the extractions in the experiments not to converge to the correct answer. These extractions were easy to identify since most of the model elements would take on values close to the optimization boundaries and, in some cases, the final global error was larger than the global error at the start of the search. However, better than 90% of the extractions converged to the correct element values.

VI. ACCURACY OF FINAL VALUES

A. Results of the Principle Components’ Sensitivity-Analysis-Based Extraction Procedure

Table II contains the percentage error made in the final values of the model elements for both tests for the two transistor examples defined in Table I. Both the maximum and mean error are provided. The accuracy of the method is clear.

A novel representation of the performance of the algorithm is shown in Figs. 6 and 7. The x-axis represents 100 extractions performed during the tests, while the y-axis represents the element values. Each circle shows the starting value for that particular element for one search, while the solid line shows the final value. Ideally, one should see a perfect horizontal line for the final values, representing no variation in the extracted value. The variation of the solid line from the perfect straight line gives a clear graphical view of the sensitivity of the final values to the starting values.

Results are presented for the first test for two dominant model elements (Cgs and τ) and for the two least sensitive elements (Rd and Rp for transistor one. The channel resistance Rd and the parasitic gate resistance Rp are of particular interest because of their positions in the model and their electrical equivalence. This makes the determination of their individual values very difficult [8].

A study of the information obtained from various extraction examples revealed the following.

1) Not all parameter-extraction problems can be solved with equal accuracy. This is similar to conclusions reached by Curtise [1].

2) All the parameters, with the exception of Rp, could be extracted with high accuracy.
3) The accuracy with which the parasitic resistances \(R_d\) and \(R_s\) and the channel resistance \(R_i\) could be found varied from example to example.

4) Most of the extracted element values occur in a very narrow range around the correct value. However, from the histograms, it can be observed that the lowest concentration of extracted-parameter values occurs in the middle (near the correct element value) of the distribution, which is somewhat contrary to the behavior of normal statistical processes.

The unexpected distribution is also observed in the results of the second robustness test where noise is added to the simulated measurements. Although the added noise has a Gaussian magnitude distribution, the distribution of the parameter values is decidedly non-Gaussian. The following two mechanisms are mainly responsible for this phenomenon.

1) The Distribution of Local Minima Close to the Global Minimum: This is a phenomenon that is dependent on the shape of the multidimensional error function, and it cannot be described using statistical methods [10]. As these minima are very close to the global minimum, one can expect the algorithm to converge to these minima more often than to the correct value.

2) The Low Level of Added Noise: These perturbations can be described with statistical distributions, but in order for the histograms of the extracted element values to reflect these distributions, the noise has to be the dominant factor that causes extraction errors.

The second test also illustrates that the uncertainty in the determination of the less dominant parameters greatly increases in the presence of imperfections in the data. This is especially true for the parasitic resistances \(R_g\), \(R_d\), \(R_s\), and the channel resistance \(R_i\).

\(R_g\) is the model element that is the most difficult to determine because of the small influence it has on the value of the global-error function. This causes the value of \(R_g\) to be obscured by measurement uncertainty and the small errors made in the extraction of the other model elements. Due to this, there is no correlation between the value of the global-error function and the error made in the extraction of \(R_g\).

Despite this, Novotny and Kompa [11] found that when \(R_g\) is fixed at its correct value, and there is a large increase in the overall extraction accuracy. Table III shows the results of the robustness tests performed with \(R_g\) fixed at its correct value, while Fig. 8 shows the distributions of the extracted values for the elements \(C_{gs}\) and \(R_i\) for transistor two. It should be noted that the distributions are now Gaussian, indicating that the influence of the local minima has been greatly reduced.

### B. Experimental Results for the Algorithm of Kondoh [6]

The first robustness test was also performed on the original algorithm proposed by Kondoh. The test was done with \(R_g\) as part of the optimization problem and repeated with \(R_g\) fixed at its correct value. Table IV contains the results. Figs. 9 and 10
the extraction accuracy obtained for both methods, but it does not prevent the sensitive elements from getting stuck in local minima for the Kondoh algorithm.

Although the extraction accuracy obtained with [6] is still very high for most of the extractions in test one, the procedure is not as robust or accurate as the new adaptive optimization sequence.

VII. CONCLUSION

Rigorous test results have been presented for the new adaptive decomposition-based optimization procedure proposed in [5]. The results show the accuracy and insensitivity of the parameter extractor to optimization starting values. Robustness tests were performed on the procedure using user-defined data, allowing an absolute level of accuracy to be determined. The tests show that care has to be taken when presenting the extraction results since normal statistical descriptions such as mean and standard deviation may not be appropriate due to the shape of the histograms. The tests also confirm the large influence that the element $R_g$ has on the extraction accuracy that can be obtained and the difficulty of determining this element from only one set of measured $s$-parameters. The convergence of the new procedure and the role this plays in the improved robustness of this method have been discussed.

The results presented in this paper has been generated with in-house software written in FORTRAN 77 and compiled on a variety of systems. Executing the program on an SGI Power Indigo workstation with a 195-MHz R10000 processor typically took about 16 s for one extraction.
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